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ABSTRACT: We present first-principles modeling of water oxidation over various
graphene systems, such as nitrogen-doped graphene; graphene monolayers on iron,
nickel, and copper surfaces; and bi- and trilayer graphene on copper surfaces. It is
shown that nitrogen-doped graphene and graphene over copper are better for this
reaction than those over platinum at temperatures below 100 °C. Bi- and trilayer
graphene on copper have catalytic properties similar to those of a monolayer on
copper.
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Water splitting has been proposed as the best route to
produce hydrogen for use in energy and chemistry.1−3

The two main routes are photocatalytic “water splitting” (also
known as artificial photosynthesis)4,5 and electrochemical water
splitting. Both critically depend on catalysis if they are to be
useful. Electrochemical water splitting is expected to be a key
method for producing hydrogen as a fuel for transportation
vehicles, and there are several requirements for the electrodes
to achieve this goal: (i) they should have high efficiency, (ii)
they should be made from low cost and abundant materials,1−3

and (iii) they should be stable over many cycles of the
reaction.6 Recent experimental and theoretical studies have
proposed either platinum or iridium oxides as the most efficient
catalysts for electrochemical water splitting,7−10 but low
abundance, high cost, and surface poisoning11−13 suggest that
these catalysts cannot be used on a large scale. This motivates
study on other potential catalysts for water splitting.
Recent experimental14−36 and theoretical37−39 studies have

demonstrated the catalytic activity of chemically modified
graphene for various reactions, such as the oxidation and
hydration of many organic molecules, hydrogenation of
magnesium, and for the oxygen reduction reaction. A doped
metal substrate with a graphene overlayer37 or graphene
substitutionally doped with nitrogen atoms (N-doped gra-
phene)39 can lower energy barriers for certain reactions. As a
specific example, the dissociation of molecular hydrogen on
graphene-like layers on the surfaces of nickel nanoparticles has
been studied both experimentally and theoretically.37 Recent
progress in large-scale production of N-doped graphene14−24

and graphene on metal substrates40−43 may enable these
materials to eventually play a role as industrial catalysts. In view

of this rapid development in the field, a detailed understanding
of catalytic reactions for water splitting in various modified
graphene systems is called for. In this work, we perform ab
initio calculations to study water splitting using N-doped
graphene or graphene-coated metals.
The water-splitting reaction is usually described as a four-step

process,44,45 and we have modeled the reaction in the modified
graphene systems in the conventional way. These steps, shown
in Figure 1, can be briefly described as (1) a water molecule
reacting with graphene to produce hydroxide-functionalized
graphene and a proton in water; (2) the hydroxide-function-
alized graphene loses a second hydrogen proton, producing
epoxide-functionalized graphene; (3) a second water molecule
reacts with the epoxide to produce a third free hydrogen proton
and peroxide-functionalized graphene; and finally, (4) the
peroxide separates from the graphene layer, forming a free
oxygen molecule and a fourth free hydrogen proton. For N-
doped graphene, the nitrogen concentration in our model was
fixed at 2 at. % (see Figure 1) as was done in our previous
theoretical study39 and in other experimental work.25 For
graphene on a metal substrate, Fe, Ni, and Cu were studied as
model metallic substrates. The substrates were modeled with
four layers (24 metal atoms in each layer), and the (111) plane
of the face-centered cubic lattice was used as the surface.
Different levels and types of water coverage were studied, as

shown in Figure 2. The lowest coverage (Figure 2a)
corresponds to water in the gaseous phase. The recently
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discussed46−49 formation of a single layer of “hexagonal ice” on
graphene was also taken into account (Figure 2c). A
quasirandom distribution of water molecules over the substrate
(Figure 2b,d) was used in one set of calculations. We note that
our model does not take into account long-range intermo-
lecular interactions that would be present in an exact model of
liquid water. We suggest, however, that such interactions may
play no significant role in the catalytic reaction process because
the binding energy of water−water interactions in liquid water
(about 0.1 eV per H bond) is much smaller than the difference
between energies for each of the four steps of the water-
splitting reaction (see Figure 2). For liquid water, we examined
two possibilities: water molecules that cover (i) a half or (ii) all
of the catalyst surface (Figure 2b,d).

We used density functional theory (DFT) as implemented in
the pseudopotential code SIESTA,50 as in our previous
studies.37−39 All calculations were performed using the
generalized gradient approximation (GGA-PBE) with spin-
polarization51 and implementation of the correction of van der
Waals forces.52 During the optimization, the ion cores were
described by norm-conserving nonrelativistic pseudopoten-
tials53 with cut off radii 1.14, 1.45, 1.25, and 2.15 au for C, N,
H, and transition metals, respectively, and the wave functions
were expanded with localized orbitals and double-ζ basis set for
hydrogen and a double-ζ plus polarization basis set for other
species. Full optimization of the atomic positions was
performed. Optimization of the force and total energy was
performed with an accuracy of 0.04 eV/Å and 1 meV,
respectively. All calculations were carried out with an energy
mesh cutoff of 360 Ry and a k-point mesh of 8 × 6 × 2 in the
Monkhorst−Pack scheme.54 We found that the optimized
distance between the metal surface and graphene obtained in
our calculations shows good agreement with experimental
results.43

For electrochemical reactions, the free energy diagram
provides a basis for discussion of the reactions. The free
energies were calculated in the same manner as previously used
for platinum-based water splitting4 with the formula: G = ΔEN
− neU + EZP, where ΔEN is the energy difference (per water
molecule involved in the current step or reaction) between the
total energies at the N and N − 1 steps of the reaction being
modeled, e is the electron charge, U is an equilibrium potential,
n is the number of hydrogen atoms, and EZP is the zero-point
energy correction. The values of U (1.23 eV) and zero-point
energy corrections are the same as those previously
used.7−9,44,45 The “perfect” catalyst would yield free energies
equal to zero at each reaction step according to the equation:

+ × → + ++ −2H O 4 1.23 eV O 4H 4e2 2

as discussed in detail in ref 9. A “good” catalyst will be one in
which the free energies of each step are close to zero. The free
energy differences for each reaction step are “energy costs” for
that reaction step. Note that by using the value of U = 1.23 eV,
the fourth step always corresponds to zero free energy, and we
omit it for clarity in Figures 2 and 3. The relation between the
calculated energy costs and reaction temperatures using
graphene catalysts are discussed below. Because our previous
calculations suggest a dramatic decrease of the activation energy
(the energy required for the transformation of an OO
molecule to −O-O- prior to the formation of two epoxy groups
on graphene) over doped graphene39 and an insignificant
increase (∼0.2 eV) of the total energy of similar systems at
intermediate states of reactions catalyzed by graphene oxide,38

we will not further discuss the energetics of the other
intermediate steps in this work. We also checked the role of
H+ by performing calculations of the energy barriers for the
reaction shown in Figure 1 using the ASE code55 and obtained
values of energy barriers below 0.18 eV.
The results (Figure 2) show that on the N-doped graphene

or the graphene-on-metal, in contrast to the Pt surface, the first
and the last steps of the overall water-splitting reaction (i.e., the
formation of a hydroxyl group, Figure 1b, and −OOH groups,
Figure 1d) are more energetically favorable than the second
step (formation of epoxy groups, Figure 1c) for all water
configurations studied. This is a fundamental difference
between metal-based catalysts (pure metals, metal oxides, and
similar compounds, and metal atoms inserted in a nonmetallic

Figure 1. Steps of water splitting over nitrogen-doped graphene for
the minimum concentration of water. Protons are omitted so that the
figures are clearer.
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matrix)56 and catalysts based on graphene. In the case of pure
metals, the adsorption of molecular species cannot break any
bonds in the metal or reduce a metal oxide (in which a change
of the oxidation states of multivalent metal atoms takes place).
On the other hand, in graphene, the adsorption of a single
monovalent species, such as hydrogen, fluorine, or a hydroxyl
group, requires a double bond to break, with the consequent
appearance of an unpaired electron in the graphene.57 The
nitrogen atom in N-doped graphene provides a hole, and the
underlying metal substrate for the graphene-on-metal catalyst
can inject an electron into the graphene layer. These additional
charge carriers compensate for the unpaired electron that
appears after adsorption of a single monovalent group. Note
that for pristine graphene (defined here as undoped and free-

standing graphene), the first step of the overall water-splitting
reaction is very unfavorable. We found that the configuration
shown in Figure 1d is extremely unstable for pristine graphene
and, indeed, cannot be obtained using the DFT calculations.
Independent of the starting atomic position, the −OOH group
detaches from graphene and moves to a distance more that 3 Å
away from the substrate.
Unlike the catalytic reaction on platinum, increasing the

concentration of water molecules at the surface favors water-
splitting on graphene-based catalysts. Some recent theoretical
work discusses the charge transfer from water molecules to
hydroxyl groups on graphene, and this effective doping from
water molecules provides partial compensation for the dangling
bonds and increases the mobility of hydroxyl groups on

Figure 2. Free energy diagrams for the reaction steps shown in Figure 1 for U = 1.23 eV as a function of catalyst material and the water
configuration. The values of free energies of the reaction over a Pt surface are taken from ref 18. Note that by using the value of U = 1.23 eV, the
fourth step always corresponds to zero free energy, and we later omit it for clarity.
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graphene.58 In the case of water-splitting reactions, this
additional doping can also facilitate the first and third steps
of the reactions discussed above for doping from metal
substrates. We can also see that as the period of the elements
used as the substrate increases from iron to copper, the energy
costs of the water-splitting steps decreases. This effect is caused
by the increased occupancy of the metal 3d shell that increases
the effective electron doping in the graphene layer. Another
source of this effect is the weakening of the graphene/substrate
bonding37 from iron to copper that increases the mechanical
flexibility of the graphene membrane, which plays an important
role in its chemical activity.57 Here, we note one crucial
difference between graphene and metal-based catalysts, namely,
that in the case of the direct use of metals and alloys as
catalysts, the exact composition of the metal plays the key
role.44,45 However, in graphene-covered metal substrates,
metal−graphene binding and the total level of doping of the
graphene are pivotal, that is, the exact composition of the
substrate alloy and the quality of the metallic surface are not so
important.
To estimate the possibility of using graphene-based catalysts

for practical water splitting, the temperature of the process
needs to be considered. The process of electrochemical water
splitting provides unavoidable heating of the electrolytes,59 and
the type of materials used in the catalyst can limit the maximum
temperature attained during this process. Currently, polymer
electrolyte membrane (PEM)-based devices, which have been
proposed as the most promising for large-scale realization of
this process,60 exhibit reactions that occur at temperatures

between 20 and 200 °C,61 corresponding to calculated energy
costs of the reactions below 0.5 and 1.2 eV, respectively. These
values were deduced earlier on the basis of our work that
compared the experimental reaction temperatures and calcu-
lated energies of various chemical reactions on a graphene oxide
substrate.38 From the results of calculations, for the case of low
concentrations of water, only Pt and N-doped graphene are
feasible catalysts. For increased water concentrations, however,
graphene-on-Ni and especially graphene-on-Cu become rather
attractive for water splitting. In the case of the maximum water
concentration (Figure 2d) graphene-on-copper is a better
catalyst than platinum and is suitable for low-temperature water
splitting (the energy required for each step of the multistep
reaction is below 0.5 eV). For this catalyst, we thus checked the
maximum efficiency. We have calculated the splitting of four
and eight water molecules over the same supercell of graphene
(48 carbon atoms, see Figure 1) and find that increasing the
number of active centers requires higher energies (∼0.75 eV/
H2O; see Figure 3a). Thus, increasing the water-splitting
temperature from 50 to 100 °C will increase the hydrogen
output from a graphene-on-copper catalyst by a factor of 4.
The last step of our survey is motivated by the recent

experimental results of the increased oxidation of copper foils
over a long time period, after coverage by a graphene
monolayer grown by CVD62,63 that encouraged us also to
model an increased number of graphene layers. Another reason
for the exploration of the few-layer case is the possible use of
graphene-based catalysts with multilayer graphene by industry.
Increasing the number of layers decreases the chemical activity
of graphene,37,57 and the surface of graphite is much less
chemically active than that of graphene. Thus, increasing the
number of graphene layers could break the process of copper
oxidation. We have checked the influence of increasing the
number of graphene layers in regard to the energetics of
electrochemical water splitting (Figure 3b) and found that the
second and third graphene layers on a copper substrate provide
an insignificant change in the energy costs of these reactions,
and the computed energies suggest that using a few layers of
graphene on copper as a catalyst for hydrogen production is
still viable at low temperatures (below 100 °C).
The results of this first-principles modeling demonstrate the

good capability of these graphene-based materials as catalysts of
water splitting. There are two possible candidates for replacing
the current rare and high cost catalysts: namely, nitrogen-doped
graphene and graphene over a copper substrate. The latter can
be used for hydrolysis at temperatures below 100 °C and
should have no limitations caused by corrugation in the
graphene layer, unlike nitrogen-doped graphene.39 Increasing
the process temperature to 100 °C results in reactions over
larger areas of graphene and an increased overall rate of
reaction and also permits the use of a few layers of graphene (as
opposed to a monolayer), which should be more chemically
stable.
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